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Abstract Fluvial networks integrate, transform, and transport constituents from terrestrial and aquatic
ecosystems. To date, most research on water quality dynamics has focused on process understanding at
individual streams, and, as a result, there is a lack of studies analyzing how physical and biogeochemical
drivers scale across fluvial networks. We performed tracer tests in five stream orders of the Jemez River
continuum in New Mexico, USA, to quantify reach‐scale hyporheic exchange during two different seasonal
periods to address the following: How do hyporheic zone contributions to overall riverine processing change
with space and time? And does the spatiotemporal variability of hyporheic exchange scale across fluvial
networks? Combining conservative (i.e., bromide) and reactive (i.e., resazurin) tracer analyses with solute
transport modeling, we found a dominance of reaction‐limited transport conditions and a decrease of
the contributions of hyporheic processing across stream orders and flow regimes. Our field‐based findings
suggest that achieving knowledge transferability of hyporheic processing within fluvial networks may be
possible, especially when process variability is sampled across multiple stream orders and flow regimes.
Therefore, we propose a shift in our traditional approach to investigating scaling patterns in transport
processes, which currently relies on the interpretation of studies conducted in multiple sites (mainly
in headwater streams) that are located in different fluvial networks, to a more cohesive, network‐centered
investigation of processes using the same or readily comparable methods.

1. Introduction

Streams and rivers transport resources essential for terrestrial and aquatic life (Krause et al., 2011;
Woessner, 2000;Wohl, 2015). In these fluvial systems, biogeochemical constituents are transformed in ripar-
ian, benthic, and hyporheic zones. These zones of rapid turnover play an important role in small‐ to
large‐scale riverine ecological functioning due to the transfer of mass and energy between two contrasting
but complementary environments, i.e., surface and ground waters (Boano et al., 2014; Fischer et al., 2005;
Hester et al., 2017; Magliozzi et al., 2018; Nowinski et al., 2011; Orghidan, 1959). The dynamic and spatially
varying groundwater and surface water mixing zone provides an ideal physical habitat for microbial com-
munities, which benefit from increased resources and contact times under a range of redox conditions
(Brunke & Gonser, 1997; Gooseff, 2010; Woessner, 2000).

Research interest in the hyporheic zone, and its functional significance, has steadily grown in recent years
(Ward, 2016; Ward et al., 2019). However, most studies focus on hyporheic exchange in small, easily con-
strued headwater streams rather than in large rivers (Tank et al., 2008; Hall et al., 2013; González‐Pinzón
et al., 2015a; Ward et al., 2019). Over the past three decades, more than 80% of hyporheic zone studies
have been conducted in low‐order (i.e., first, second, and third) streams, as defined by Strahler (1952)
(Figure 1). Low‐order streams offer research advantages to studying hyporheic exchange because they
are small, abundant, tractable, more easily constrained, and more accessible than their larger‐order coun-
terparts (Ensign & Doyle, 2006; Gooseff et al., 2013; Tank et al., 2008; Ward, 2016). Low‐order streams also
make up a large proportion of reach lengths throughout many fluvial networks, highly influencing
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regional water quality and ecological functioning (Alexander et al., 2007;
Freeman et al., 2007; Gomez‐Velez & Harvey, 2014).

In addition to making up a larger proportion of catchment reach lengths,
low‐order streams are thought to have greater influence over hyporheic
zone processing than their high‐order counterparts throughout various
fluvial networks. For example, Gomez‐Velez et al. (2015) found that verti-
cal hyporheic excursions into the streambed generally decreased with
increasing stream order in the Mississippi River network, meaning that
watershed hyporheic contributions to overall riverine processing
decreased with increasing stream order over large spatial scales.
Additionally, shallower stream depths, typically found in low‐order
streams, maintain closer contact between surface water and reactive bed
sediments and may encourage higher streambed reaction rates (Harvey
& Gooseff, 2015). The expectation of decreasing hyporheic zone proces-
sing relative to total riverine processing with increasing stream order is
in line with hydrologic and geomorphic assumptions underlying upscal-
ing approaches due to greater water volumes and thus less relative
exchange, finer streambed sediments resulting in a lower hydraulic con-
ductivity, and greater river depth in higher‐order streams (Harvey &
Gooseff, 2015; Wondzell, 2011). Thus, the general expectation is that as
stream volume increases (i.e., discharge), the relative contribution of
hyporheic exchange processing decreases. However, this scaling expecta-
tion has rarely been tested in the same fluvial network across different

stream orders, as studying hyporheic exchange in larger rivers involves many experimental challenges. As
river size and flow rates increase, it can become impractical or difficult to apply methods traditionally used
in small stream orders like tracer testing, due to reduced stream accessibility associated with geographic and
anthropogenic complexity, increased tracer costs, and increased distances required to have comparable resi-
dence times (González‐Pinzón et al., 2015a; Tank et al., 2008; Xie & Zhang, 2010).

The limited data available from the few field studies investigating reach‐scale processes in larger rivers sug-
gest that they may play an important role in nutrient spiraling and that the fluxes between aquatic and ter-
restrial environments in those systems may be equally significant and comparable to their smaller‐order
counterparts (Ensign & Doyle, 2006; González‐Pinzón et al., 2015b; Hall et al., 2013; Tank et al., 2008).
Therefore, this field‐based evidence seems to contradict the expectation that small‐order streams have
greater biogeochemical potential than larger‐order streams (Gomez‐Velez & Harvey, 2014;
Wondzell, 2011) and highlights the need to investigate hyporheic zone contributions across individual flu-
vial networks to support within‐ and across‐network understanding of hyporheic zone processing (Boano
et al., 2014; Pinay et al., 2015; Wondzell, 2011). Ultimately, the uncertainty in how hyporheic exchange con-
tributes to overall riverine processing across a range of stream orders and flow regimes hinders our ability to
predict catchment‐wide water quality outcomes and their influence on water resource management
(Graf, 2001; Groffman et al., 2009; Harvey & Gooseff, 2015; Magliozzi et al., 2018; McClain et al., 2003;
Stonedahl et al., 2013; Stream Solute Workshop, 1990; Tank et al., 2008; Ward, 2016).

In this study, we explored hyporheic exchange dynamics from spatial and temporal perspectives using in situ
measurements from within the same fluvial network to address two questions: (1) How do hyporheic zone
contributions to riverine processing change with space and time? And (2) does the spatiotemporal variability
of hyporheic exchange scale across fluvial networks? We present and discuss the results of eight reactive tra-
cer tests using the resazurin‐resorufin (Raz‐Rru) system (Haggerty et al., 2008; Knapp et al., 2018). These
tests were done in five different stream orders along the Jemez River, New Mexico (Figure 2a), during two
different flow regimes (i.e., summer baseflow and spring higher flow). The Raz‐Rru system was chosen for
this study because the irreversible transformation of Raz to Rru provides an in situ estimation of hyporheic
zone processing as a fraction of riverine processing through an estimation of metabolic activity
(Dallan et al., 2020; Haggerty et al., 2008; González‐Pinzón et al., 2012, 2014, 2016; González‐Pinzón
et al., 2015b; Knapp & Cirpka, 2018). While not all the parameters describing reactive transport across the
Jemez River network varied consistently with stream order or discharge, we found a trend toward more

Figure 1. Number of hydrologic studies published using data from first‐ to
ninth‐order streams between 1987 and 2020. The journal articles were
found using a targeted search query using Elsevier's Scopus search engine
on 18 March 2020. Search terms included “transient storage” or
“hyporheic” in addition to “stream order” from article titles, abstracts, and
key words. Asterisks (*) indicate the stream orders that were targeted
in this study.
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reaction‐limited conditions with increasing discharge across all stream orders, as Damköhler numbers
consistently decreased along the fluvial network in response to decreasing processing rate coefficients.

2. Materials and Methods
2.1. Description of Field Sites

We completed reactive tracer tests in five different stream orders of the Jemez River watershed during con-
trasting flow regimes of the same time period (June 2015, i.e., summer baseflow, and May/June 2016, higher
spring flow conditions). The Jemez River is located in northern New Mexico (Figure 2a) and drains an area
of 2,678 km2 before becoming a tributary to the Rio Grande (USGS National Water Information
System, 2018). The upper portion of the watershed is forested with a mix of subalpine balds, aspen groves,
mixed conifer, spruce, ponderosa, and riparian zone grasslands (Coop & Givnish, 2007; Small &
McConnell, 2008). This region is characterized by a semiarid, continental climate with temperatures ranging
from−5.4 °C in January to 15 °C in July (NewMexico Climate Center, 2018). The lower portion of the Jemez

Figure 2. A map of the Jemez River shows (a) our study reach locations highlighted along the river with black circles; (b) diagram detailing the field sampling
setup for each stream order reach where bromide and resazurin were injected and analyzed with samples from two downstream sampling stations, Site A and
Site B; (c) the transient storage model conceptualization used for the reach‐scale analysis, with two downstream sampling stations Site A and Site B,
considering in‐stream (blue box) and hyporheic zone (brown box) parameters; (d) photo taken during a tracer injection at the fourth‐order stream reach in 2016.
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River watershed contains shrub/grassland vegetation and has an arid climate with temperatures ranging
from 1.0 °C in January to 26 °C in July (Homer et al., 2015; New Mexico Climate Center, 2018).

Local precipitation averages 639 mm yr−1 at higher elevations and 210 mm yr−1 at lower elevations
including rain and snowfall (New Mexico Climate Center, 2018). Annual stream high flows occur during
the peak spring snowmelt period, and annual stream low flows occur during the summer season
(USGS, 2018). The Jemez River is known for hydrothermal inputs which influence riverine chemical
equilibrium through dynamic water‐rock interaction processes such as dissolution and weathering
(McIntosh et al., 2017; White et al., 1992). The portion of the river that runs through the Valles Caldera
National Preserve is particularly well studied and known for contributing to the salinization of the Jemez
River (McGibbon et al., 2018). Historical river basin geology consists of igneous and metamorphic com-
plexes, along with sedimentary and volcanic deposits (Cibils et al., 2008; Coop & Givnish, 2007;
Craig, 1992; Smith et al., 1970). Streambed substrates sampled during our experiments along the Jemez
River continuum consisted of poorly sorted small boulders, gravel, and sand and included a range of fine
particle fractions.

The tracer experiments took place between 23 June and 27 June 2015 and between 16 May and 4 June 2016
(Table 1 and Figure 2a). Reach length was measured as the distance between each pair of sampling stations
of the respective stream order using Google Earth imagery (Google Earth, Google, Mountainview,
California, USA). Discharge was gaged during the tracer tests with an acoustic Doppler velocimeter
(SonTek/YSI FlowTracker ADV; SonTek, San Diego, California, USA) using the midsection method
(Terzi, 1981). Discharge was quantified from a series of observation verticals and measured at representative
locations (n = 3) of each study reach, including at the injection location, Site A, and Site B (Figure 2b). The
discharge values reported in Table 1 reflect the average discharge for each reach before the tracer tests
were conducted.

In 2015, study reach lengths and discharge varied from 0.57 to 2.75 km and 0.014 to 0.180m3 s−1, respectively
(Table 1). In 2016, study reach lengths and measured discharge varied from 0.01 to 3.77 km and >0.001 to
0.790 m3 s−1, respectively (Table 1). It should be noted that the subreaches between 2015 and 2016 were
not identical due to differences in stream discharge, which required the use of different mixing lengths
between the injection site and the most upstream sampling location. The differences in discharge between
the two sampling years represent seasonal differences in flow between dry, baseflow conditions in the
summer months and wet, snowmelt conditions in the spring season. In situ surface water temperature
was monitored with multiparameter water quality sondes (EXO2 Sonde, YSI Incorporated, Yellow
Springs, Ohio, USA) and ranged from 18.50 to 25.17 °C in 2015 and from 14.20 to 21.00 °C in 2016.

Table 1
Study Reach Sampling Date, Stream Order, Average Stream Discharge (m3 s−1), Stream Depth (m), Width (m), Channel Area (m2), Estimated Mixing Length (km),
Study Reach Length (km), Porosity (%), MeanWater Temperature (°C), and Elevation Above Sea Level (km) for the 2015, i.e., Lower‐Flow, and 2016, i.e., Higher‐Flow,
Sampling Campaigns

Sampling
date

Stream
order

Discharge
(m3 s−1)

Stream
depth (m)

Stream
width (m)

Channel
area (m2)

Mixing
length (km)

Reach
length (km)

Porosity
(%)

Mean water
temperature (°C)

Elevation
(km)

2015 Baseflow (dry season) Inj‐A A‐B

27 Jun 1 0.014 0.20 1.82 0.36 0.65 0.57 59 18.78 2.75
26 Jun 2 0.020 0.16 2.23 0.42 1.03 0.54 47 18.50 2.64
25 Jun 3 0.090 0.16 3.00 0.47 0.76 2.63 27 19.56 2.46
24 Jun 4 0.160 0.23 4.15 1.20 1.24 2.75 35 24.38 1.81
23 Jun 5 0.180 0.22 7.65 1.71 2.98 1.47 27 25.17 1.72

2016 Receding (wet season)

3 Jun 1 0.001 0.05 0.35 0.02 0.41 0.01 59 16.56 2.82
16 May 2 0.110 0.38 1.09 0.41 1.46 0.63 47 21.00 2.68
20 May 3 0.500 0.23 4.80 1.11 1.77 2.80 27 14.20 2.45
21 May 4 0.790 0.32 3.00 1.58 2.23 3.77 35 19.18 1.81
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Streambed sediment grab samples (n = 15) of approximately 300 g were collected from the thalweg of each
stream order near the injection location, Site A, and Site B, to quantify porosity for the first‐ through
fifth‐order streams during the 2016 sampling campaign (Table 1) (Vomocil, 1965; Wroblicky et al., 1998).
Porosity was determined frommeasured sediment particle and dry bulk densities (Fetter, 2001). We assumed
the 2016 porosity measurements were representative of our studied stream orders in both sampling periods.
Porosity was generally higher at the lower stream order sites where the streambed sediments were domi-
nated by sand size particles, as was expected from the bedload fining associated with higher stream orders
(Ren & Packman, 2007), due to the streambed mix of gravel and sand size particles.

2.2. Experimental Setup and Field Sampling

We coinjected bromide (Br−) and resazurin (Raz) via instantaneous tracer injections (Table 2). Raz is a
redox‐sensitive phenoxazine dye that can be used as a “smart” tracer to estimatemicrobiological activity asso-
ciated with stream water‐sediment interactions (González‐Pinzón et al., 2012; Haggerty et al., 2008; Knapp
et al., 2018). In the presence of mildly reducing conditions, Raz undergoes an irreversible reduction to its
daughter product resorufin, Rru, and experimental work with microbial communities has shown that (1)
the transformation of Raz to Rru is proportional to oxygen consumption (González‐Pinzón et al., 2012) and
(2) themass balance of Raz and Rru closes over time scales relevant for field experiments (Dallan et al., 2020).
Therefore, the transformation from Raz to Rru has been used as a proxy for in situ aerobic metabolism and
water‐sediment interactions in the last decade (Argerich et al., 2011; González‐Pinzón et al., 2014, 2016;
González‐Pinzón et al., 2015b; Knapp & Cirpka, 2018; see review by Knapp et al., 2018).

In our experiments, injected tracer masses were adjusted to stream discharge to guarantee sufficiently high
tracer concentration across sites. We sampled the breakthrough curves (BTCs) of Br−, Raz, and Rru at two
stations (i.e., Site A and Site B) downstream of the injection site (Figure 2b). Site A was always the first down-
stream sampling station, and Site B was always downstream of Site A. Downstream distances between the
injection location and the first sampling station, Site A, varied based on estimated tracer mixing lengths.
BTCs were sampled for periods ranging from 4 to 10 hr after injection. These sampling periods were deemed
sufficient to capture the Raz to Rru reaction time scale (<6 hr) (Dallan et al., 2020; González‐Pinzón
et al., 2012). Surface water grab samples were collected from the thalweg at each of the sampling stations
at intervals ranging from every 1 to 30 min throughout our tracer BTCs using 60 ml plastic syringes and were
filtered through 0.45 μm pore size Whatman Nylon filters (25 mm diameter). Filtered samples were placed
inside a dark cooler with ice immediately after sampling and later refrigerated at 4 °C until they were ana-
lyzed in the laboratory, always within 48 hr after sampling.

Table 2
Injected Tracer Co‐Injection (g), Initial Travel Time (hr), Reach Travel Time (hr), Simulated Surface Water Bromide Mass Recoveries (hr), Simulated Surface Water
Resazurin Mass Recoveries (%), and the Resazurin to Bromide Recovery Ratio (–) for the 2015, i.e., Baseflow, and 2016, i.e., Higher Flow, Sampling Campaigns

Sampling Stream Mass injection Mass injection Reach travel Reach Br− Reach Raz Raz/Br−

date order NaBr (g) Raz (g) time (hr) recovery (%) recovery (%) recovery ratio

2015 A to B A to B A to B

27‐Jun 1 200 10 1.55 36 13 0.36
26‐Jun 2 50 10 1.85 55 50 0.91
25‐Jun 3 900 50 3.90 65 55 0.85
24‐Jun 4 900 60 2.39 63 63 1.00
23‐Jun 5 600 60 2.37 65 62 0.95

2016

3‐Jun 1 n.a.
16‐May 2 152 28 0.77 92 92 1.00
20‐May 3 500 90 1.84 88 85 0.97
21‐May 4 1,400 133 1.77 84 84 1.00
6‐Jun 5 n.a.

Note. The results from the first‐order stream in 2016 were excluded from the analysis because the model fit did not yield acceptable results. Additionally, high
discharges in 2016 did not allow us to complete the experiments in the fifth‐order stream.
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2.3. Laboratory Analysis

Each water sample was aliquoted (1.0 ml) and buffered to pH 8.5 before fluorescence was read (Haggerty
et al., 2008, 2009). All water samples were analyzed for Raz and Rru fluorescence signals with a spectroflu-
rometer (Varian Cary Eclipse; Santa Clara, California) at excitation/emission wavelengths of 602/632 nm for
Raz and 571/584 nm for Rru. Fluorescence readings were converted to concentrations with the help of cali-
bration standards and using the MATLAB code available in Knapp et al. (2018). The limit of quantification
(LOQ) for Raz was 1.01 × 10−1 mol L−1 and 1.67 × 10−3 mol L−1 for Rru. The remainder of each grab sample
was frozen at −20 °C and stored in the dark until they could be thawed and analyzed for Br− with ion chro-
matography using a Dionex ICS‐1000 Ion Chromatograph with AS23/AG23 analytical and guard columns,
and a 1,000 μl injection loop with a Br− analytical limit of detection (LOD) of 1.67 × 10−3 mol m−3 (Thermo
Fisher Scientific Inc.; Sunnyvale, California). Ion chromatograph standards were prepared using a multiele-
ment solution from SCP Science (Champlain, NY) and were analyzed at the beginning and end of the run.
Initial calibration verification (ICV) standard solution was analyzed after calibration standards to verify the
quality of the calibration curve, and continuing calibration verification (CCV) standard solution was run
every 20 samples, with deionized water blanks before and after the CCV to account for potential calibration
drifts. ICV and CCV acceptable criteria was ±10% of the expected value.

2.4. Transient Storage Modeling

The model used in this work describes the one‐dimensional in‐stream, reach‐scale transport of the tracer
compounds undergoing exchange with the hyporheic zone during the transit downstream with uniform
and time‐invariant coefficients (Figure 2c; Knapp et al., 2017). The model applied here is similar to the
one made available as a MATLAB script in Knapp et al. (2018) with the addition of a dilution term. It con-
siders the hyporheic zone as a single, well‐mixed, transient storage zone that undergoes linear exchange with
the main channel, accounts for the compound specific behavior of Raz and Rru in the hyporheic zone, and
estimates surface water dilution due to groundwater inflow between sampling stations (Lemke et al., 2014;
Runkel, 1998). Although the exponential transit time distribution resulting from the linear exchange
between the two modeled compartments may not be an ideal representation of hyporheic zone residence
times (Haggerty, 2002; Gooseff et al., 2005), we used it in an effort to obtain a parsimonious model.

Model results yielded effective bulk estimates of streambed reactivity but did not provide information about
the spatial distribution of these processes. The coupled governing equations for Br− (i = 0), Raz (i = 1), and
the reaction product Rru (i = 2) are

∂ci
∂t

þ As

A
Ri

∂chz;i
∂t

þ v
∂Ci

∂x
− D

∂2ci
∂x2

¼ As

A
rhz;i þ qin cin;i − ci

� �
(1)

Ri
∂ci;hz
∂t

¼ k ci − chz;i
� �þ rhz;i (2)

subject to the following initial and boundary conditions of an instantaneous tracer injection:

ci x; t ¼ 0ð Þ ¼ chz;i x; t ¼ 0ð Þ ¼ 0∀x (3)

vci−D
∂ci
∂x

� �����
x¼0

¼ Mi

A
δ tð Þ (4)

lim
x→∞

ci x; tð Þ ¼ 0∀t (5)

in which ci (mol.m−3) denotes the compound concentration in the main channel; chz,i (mol.m−3) represents
the compound concentration in the transient storage zone; the in‐stream advective velocity is given
by v (m s−1); D (m2 s−1) represents the dispersion coefficient; As/A, (–) represents the ratio of the
cross‐sectional area of the storage zone As (m

2) to that of the stream A (m2); the reaction rate is given by
rhz,i (mol m−3 s−1); qin represents the dilution factor (s−1) for gaining reaches; cin,i denotes the concentration
of the groundwater inflow, where cin,i = 0 for all tracers; the first‐order mass transfer rate coefficient for
exchange with the storage zone is given by k (s−1); and Mi (mol) represents the injected tracer mass, except
for resorufin where M2 = 0.
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The equilibrium sorption coefficient of compound i in the hyporheic zone is represented by Ri (–), assuming
linear sorption at local equilibrium. Since bromide is a conservative tracer that neither undergoes sorption or
transformation, we set

R0 ¼ 1 and rhz;0 ¼ 0

whereas both resazurin and resorufin may sorb in the streambed (R1 ≥ 1;R2 ≥ 1). Raz and Rru streambed
chemical transformation were assumed to follow first‐order kinetics (González‐Pinzón & Haggerty, 2013),
resulting in the following reaction rates:

rhz;1 ¼ −λ1chz;1 (6)

rhz;2 ¼ λ12chz;1 − λ2chz;2 (7)

in which λ1 (s
−1) is the total Raz transformation rate coefficient; λ12 (s

−1) is the Raz‐to‐Rru transformation
rate coefficient, with λ12 ≤ λ1 since the transformation of Raz to Rru cannot exceed the total transformation
of Raz; and λ2 (s

−1) is the Rru transformation rate coefficient. The previous equations were solved in the
Laplace domain and back‐transformed numerically (Hollenbeck, 1998; Knapp et al., 2017).

Details on the model calibration procedure are presented in the supporting information (Text S1). Briefly,
model parameter estimation was completed using the Differential Evolution Adaptive Metropolis
(DREAM [ZS]) algorithm (Vrugt et al., 2009). Parameters for Br− and Raz were jointly estimated in a first
step of 100,000 model generations. Rru‐specific parameters were estimated separately from an additional
100,000 generations, while all parameters related to Br− and Raz were sampled from their previously deter-

mined distributions. Model convergence was assessed using Gelman and Rubin (1992) bR statistics, and the
agreement between measured and simulated BTCs was quantified through the calculation of the residual
sum of squares, (nRSS) (–), normalized by the squared theoretical peak tracer concentrations of each tracer
BTC of the respective tracer at the given location. The median of the best 1,000 model simulations were used
to assess the agreement between our final model fits and a subset of possible curve fits.
2.4.1. Tracer Recoveries, Transport, and Reaction Metrics
Tracer recoveries in Table 2 were quantified using an analysis of the zeroth temporal moments of the simu-
lated BTCs (Harvey & Gorelick, 1995). The zeroth temporal moments at Site A, μ0(xA) (mol s m−3), and Site
B, μ0(xB) (mol s m−3), over time t (s) for Br− (i = 0) and Raz (i = 1) were defined as

μ0;i xAð Þ ¼ ∫
∞
0 ci xA; tð Þdt (8)

μ0;i xBð Þ ¼ ∫
∞
0 ci xB; tð Þdt: (9)

Mean reach travel times, τ (hr), were calculated from the normalized first temporal moments (Harvey &
Gorelick, 1995; Lemke et al., 2013) of the simulated conservative tracer at Site A, m1,0(xA) (hr), and Site
B, m1(xB) (hr):

m1;0 xAð Þ ¼ ∫
∞
0 c0 xA; tð Þt dt
μ0;0 xAð Þ (10)

m1;0 xBð Þ ¼ ∫
∞
0 c0 xB; tð Þt dt
μ0;0 xBð Þ (11)

τ ¼ m1;0 xBð Þ −m1;0 xAð Þ: (12)

Tracer mass recovery (Table 2) of compound i along each stream reach was calculated as follows from the
simulated BTCs:

ri ¼
μ0;i xBð Þ
μ0;i xAð Þ : (13)

For Br− we expect recovery <1 if discharge increased between A and B due to the dilution of the tracer,
whereas the recovery of Raz at Site B was expected to be reduced by both dilution and reaction and conse-
quently r1 < r0. We thus determined the recovery of Raz relative to Br− by r1/r0.
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The reach‐scale hyporheic exchange rate coefficient, qhe (s
−1), represents the volume of water exchanged

with the subsurface per time and river volume and was evaluated using parameters from the above transient
storage model (Knapp et al., 2017; Liao & Cirpka, 2011):

qhe ¼
As

A
k: (14)

The apparent depth of the hyporheic zone, dhz (cm), was calculated from the relative size of the transient
storage zone and measured field parameters:

dhz ¼ As

A
Ameas

1
whzθ

: (15)

where Ameas(cm
2) was the measured cross‐sectional area of the stream, whz(cm) was the width of the hypor-

heic zone, approximated by the measured channel width, and porosity, θ (–). Additionally, the mean hypor-
heic zone residence times for the study reach, τhz (s), were determined from the inverse of the fitted transient
storage model first‐order exchange rate coefficient, k (s−1):

τhz ¼ 1
k
: (16)

Damköhler numbers quantify the time scale of the residence and reaction along hyporheic flow paths
(Ensign & Doyle, 2005; Harvey et al., 2013; Harvey & Fuller, 1998; Oldham et al., 2013), providing insight
into the factors limiting reaction progress in the hyporheic zone (Harvey et al., 2005; Ocampo et al., 2006).
Reach‐scale Damköhler numbers, Da (–), were calculated for each reach using the following equation:

Da ¼ τhzλ1: (17)

Values of Da near 1 indicate a relative balance between transport and reaction time scales, which theoreti-
cally result in maximal hyporheic zone reactivity. When Da is considerably smaller than 1, processing is
reaction limited, and subzones of inactivity are created along hyporheic flow paths. During conditions where
Da is greater than 1, streambed substrates become transport limited, and inactive hyporheic zone sections
contribute to additional storage time but do not support additional reactions (González‐Pinzón &
Haggerty, 2013; Harvey et al., 2013; Wagner & Harvey, 1997).

We also calculated effective, λeff,hz (s
−1), and volume‐averaged processing rate coefficients, λθ,hz (s

−1), to
quantify how processing changes throughout the Jemez River fluvial network. λeff,hz combines information
from mass transfer and reaction rate coefficients to provide information about hyporheic zone‐specific pro-
cessing while accounting for dilution. λθ,hz scales λeff,hz by the relative size of the hyporheic zone with respect
to the main channel. Therefore, both processing terms allow us to assess scaling patterns with stream order
and the associated increase in discharge. The following relationships for effective and volume‐averaged pro-
cessing rate coefficients were determined with the following equation modified from González‐Pinzón
and Haggerty (2013):

λθ;hz ¼ As

A
kλ1

kþ λ1
þ qin

� �
¼ As

A
λeff ;hz: (18)

3. Results and Discussion
3.1. Model Application and Performance

For each stream order, we obtained 10 unique, best fit transient storage model parameters from the analysis
of the 54 surface water BTCs (18 BTCs per tracer compound) sampled along the network (supporting infor-
mation Table S1). Figure 3 exemplifies the measured and modeled tracer BTCs for the fourth‐order stream,
and all other sites are shown in the supporting information (Figures S1–S4). Table 2 presents the temporal
moments estimated from the simulated BTCs, and Figure 4 shows the resulting parameter estimates along
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the fluvial network. The BTC tracer data can be found online with the CUAHSI HydroShare Program
(Gootman et al., 2020).

Each of our model parameter estimates resulted in an bR statistic (Gelman & Rubin, 1992) that confirmed
good model convergence. The quality of the presented simulations, as indicated by the nRSS values in sup-
porting information Table S1, shows that our modeling approach provided a robust method for describing
in‐stream transport and hyporheic exchange processing across the five different stream orders, even with
some misfits between measured and simulated data at the BTC peaks. The general agreement between
the final BTC simulations and the median simulation of the best 1,000 model generations support the use
of our model parameter optimization (Figure 3 and the supporting information Figures S1–S4), as the results
typically converged to the best attainable fit to the measured data with the given model results from 100,000
simulations. The downstream Br− fit at the first stream order in 2016 largely overestimated the Br− peak
likely because either our sampling missed the true peak concentration or there were significant groundwater
inputs. Since our data cannot resolve this duality, we did not include those BTCs in any subsequent analyses.

The quality of the model fits was supported by the small parameter uncertainties from the joint fit of Br− and
Raz. Higher parameter uncertainties for the Rru‐specific parameters, as indicated by larger nRSSrru values,
are likely due to error propagation from the Br− and Raz joint fit on to the Rru fit and uncertain or correlated

Figure 3. Measured (points), median of the best 1,000 model simulations (black), and best modeled breakthrough curves for bromide (green), resazurin (blue),
and resorufin (red), with the 90% confidence interval of the median curve from the last 1,000 model simulations (gray) at the two downstream sampling
stations (A: upstream; B: downstream) in the fourth‐order stream reach from the 2015 and 2016 sampling campaigns (Site 4). All plotted tracer concentrations
were normalized by the number of injected moles to allow for better comparison across BTCs. Measured and simulated BTCs for the other sites can be found
in the supporting information (Figures S1–S4).
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parameters. This additional step amplifies any encountered uncertainties during the second, Rru‐related fit.
Following Knapp et al. (2017), we therefore chose to interpret hyporheic processes based on the
transformation of Raz alone. Rru measurements were used to confirm that the measured Rru BTCs could
be simulated with the estimated model parameters.

We additionally analyzed parameter correlations to inform about the reliability of our model parameters.
These results are presented in the supporting information (Text S2 and Figures S5–S12) and indicate that
our model parameters generally converged on a single value. A sensitivity analysis indicated how the result-
ing Raz BTCs responded to different parameter values (supporting information Figures S13–19), and
revealed that the BTC peaks were typically more sensitive to advective velocity during both flow regimes.
BTC tails were more sensitive to dispersion and the mass transfer rate coefficients. Additionally, we found
greater uncertainty in the BTC tails, as indicated by the larger confidence intervals along the tails of our
BTC plots, due to the lower tracer concentrations in these BTC regions (Payn et al., 2008).

3.2. Parameter Variability Across and Within Stream Orders

For both low and high flow regimes, we found that dispersion, D, the mass transfer rate coefficient, k, the
total transformation rate coefficient of Raz, λ1, and groundwater dilution coefficient, qin, varied up to 3
orders of magnitude across reaches and 2 orders of magnitude within comparable stream reaches
(Figure 4 and Table 3). Other parameters such as velocity, the relative size of the storage zone, and the

Figure 4. Model parameters (±1σ) for the 2015, i.e., baseflow, and 2016, i.e., higher flow, sampling campaigns. v (m s−1) is in‐stream advective velocity
(a); D (m2 s−1) represents the dispersion coefficient (b); k (s−1) is the mass transfer rate coefficient (c); As/A, (–) is the ratio of the cross‐sectional area of the
storage zone As (m

2) to that of the stream A (m2) (d); R1 (–) is the retardation factor of resazurin (e); λ1 (s
−1) is the total resazurin transformation rate coefficient

(f); qin (s−1) represents the dilution factor (g); R2 (–) is the retardation factor of resorufin (h); λ12 (s
−1) is the transformation of resazurin to resorufin rate

coefficient; (i) and λ2 (s
−1) is the resorufin transformation rate coefficient (j). The first stream order from 2016 was excluded from these results due to poor model

fits of the conservative tracer.

10.1029/2019WR026303Water Resources Research

GOOTMAN ET AL. 10 of 18



Raz retardation coefficient varied by ≤1 order of magnitude across all stream reaches. These results suggest
that processes specific to reactive transport are affected more strongly by spatial and temporal variability
than those specific to conservative transport.

Dispersion,D, and mass transfer rate coefficients, k, displayed greater variability across sites during the drier
conditions of 2015, when they varied 2 orders of magnitude compared to 1 order of magnitude in 2016
(Figure 4). Based on our modeling results, for three (second‐, third‐, and fourth‐order streams) of the five
stream orders where we had data from both flow regimes, k values increased with flow, while the total trans-
formation rate coefficients of Raz, λ1, decreased (Figure 4f). These differences may be attributed to how sea-
sonal flow differences influence transient storage.

Dilution coefficients, qin, displayed similar patterns with increasing stream order to λ1 during both sampling
years, with the exception of the fourth stream order in 2016 where qin increased by 2 orders of magnitude
from the third‐order stream that year (Figure 4g). This indicates that qin decreased with increasing stream
order, up until the fourth‐order stream. The variability of qin values did not show a systemic pattern as a
function of season.

3.3. Hyporheic Exchange Rate Coefficient

The reach‐scale hyporheic exchange rate coefficient, qhe, varied up to 3 and 2 orders of magnitude across and
within reaches, respectively (Table 4). In 2015, the rate of hyporheic exchange decreased from the first to the
fourth stream orders before increasing in the fifth‐order stream. During this drier sampling period, the
fifth‐order stream reach had a qhe value that was similar to that of the first‐order stream. In 2016, qhe was
highest in the second stream order and did not follow a consistent pattern further downstream. The high
variability in both hyporheic exchange rate, as well as the mass transfer rate coefficients, and the absence
of a pattern with flow regime or season may indicate the importance of local morphology and stream bed
characteristics on hyporheic exchange and processing.

When we normalize qhe values by modeled in‐stream velocity, v, we can compare them to other studies that
also evaluated hyporheic exchange contributions throughout fluvial networks on a per‐meter basis (support-
ing information Table S2). This normalization allows comparisons between our values and those reported in
other studies (e.g., Wondzell, 2011), to assess patterns in hyporheic contributions across spatial gradients.
Our results generally indicated decreasing hyporheic contributions per meter with increasing stream order,
which aligns with other studies (e.g., Boulton et al., 1998; Patil et al., 2013; Ward et al., 2013), with the caveat
of the fifth‐order stream outlier.

3.4. Hyporheic Zone Depth

The hyporheic zone depth, dhz, varied less than 1 order of magnitude (Table 4). Our values of dhzwere within
expected ranges compared to other hyporheic zone studies (Harvey et al., 2012; Knapp et al., 2017). The

Table 3
Parameter Variability Across and Within Reaches Shown by the Orders of Magnitude Difference Across All Studied Stream Reaches and Within All Pairs of Studied
Stream Reaches

Parameter
Symbol
(Unit)

Orders of magnitude difference
across all reaches

Orders of magnitude difference within reaches across
two seasons (stream order with maximum value, if ≥1)c

Mina Maxb Min Max

Stream velocity v (m s−1) <1 1 <1 1 (second)
Dispersion D (m2 s−1) <1 2 <1 1 (fourth)
Mass transfer rate coefficient k (s−1) <1 2 <1 1 (second, fourth)
Relative storage area As/A (−) <1 1 <1 1 (fourth)
Retardation R1 (−) <1 <1 <1 <1
Reactivity λ1 (s

−1) <1 3 1 (fourth) 2 (second, third)
Groundwater dilution qin (s−1) <1 3 <1 2 (third)

Note. The time and space scales for stream behavior are estimated from the greatest differences in parameters.
aThe term “Min” is the minimum difference in orders of magnitude between all measured stream orders. bThe term “Max” is the maximum difference in orders
of magnitude between all measured stream orders. cIf difference within a pair of stream orders was greater than or equal to 1 order of magnitude, the stream
order was noted in parentheses, thus highlighting where the greatest parameter variability occurred by sampling season.
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depth of the hyporheic zone was roughly the same from the first to fourth orders but very different between
the two flow regimes, indicating that discharge had a stronger effect than stream order on hyporheic zone
extent. The depths were greater during the wetter sampling period than their baseflow counterparts,
which is to be expected with greater hydraulic gradients during higher flow periods. Similarly, the greater
depth in the fifth‐order stream during 2015 baseflow conditions can be attributed to the larger volume of
water traveling though this higher‐order reach. These results suggest that stream order may only affect
hyporheic zone depth as a secondary variable, while stream flow may influence the size of the hyporheic
zone and the capacity of a stream section to process reactive solutes directly.

3.5. Hyporheic Zone Residence Time

The hyporheic zone residence time, τhz, varied 1 and 2 orders of magnitude within and across reaches,
respectively (Table 4). The lower limit of our range of τhz values was smaller than other reach‐scale studies
(Harvey & Fuller, 1998; Knapp et al., 2017; Knapp & Cirpka, 2017). In 2015, τhz values were 2 orders of mag-
nitude shorter in first‐ and fifth‐order streams compared to the other sites. In 2016, the second‐order stream
had a travel time up to 2 orders of magnitude higher than travel time across all reaches (Table 4).

3.6. Hyporheic Zone Processing Rates

The comparison of processing or transformation rate coefficients with stream order and discharge provides
insight into how reactive transport scales along fluvial networks. In our study, volume‐averaged processing
rates coefficients λθ,hz, and effective processing rates, λeff,hz, spanned 3 orders of magnitude in 2015, while in
2016 values of λθ,hz and λeff,hzwere within the same order of magnitude. This indicates that greater discharge
during spring snowmelt limited processing variability throughout the second‐, third‐, and fourth‐order
reaches of the Jemez River (Table 4). Thus, drier conditions resulted in a greater range of solute processing
rates in 2015. We found that λθ,hz and λeff,hz significantly decreased with increasing discharge as evidenced
by power law relationships and the corresponding coefficients of determination (r2 = 0.44 and r2 = 0.60,
respectively; supporting information Figures S34 and S35 and Table S3). Similarly, we found that the total
Raz transformation rate coefficient, λ1, significantly decreased with increasing discharge (r2 = 0.80;
supporting information Figure S25, and Table S3).

3.7. Damköhler Numbers

Damköhler numbers, Da, provide a useful way to look at patterns in hyporheic exchange from a nondimen-
sional perspective and have been used to classify riverine processing across different spatial scales (Harvey
et al., 2013; Krause et al., 2017; Ocampo et al., 2006; Pinay et al., 2015). In our study, Da varied 4 orders of
magnitude across reaches and 3 orders of magnitude within reaches (Table 4). For all sites and flow regimes,
Da<1 indicated the prevalence of reaction‐limited conditions, with the second‐ and third‐order streams in
2015 demonstrating near‐balanced conditions (Figure 5a). Reaction‐limited conditions suggest that if more
biomass were present, more processing could occur for the substrates being delivered to bioactive zones (bio-
mass limitation) (Harvey et al., 2013). Alternatively, these conditions may also occur when stoichiometric
imbalances result in substrate colimitations, even if plentiful supply and biomass are available (Harvey

Table 4
Calculated Hyporheic Exchange Rate Coefficient, qhe ± 1 σ (s−1), Hyporheic Zone Depth, dhz ± 1 σ (cm), Residence Time, τhz ± 1 σ (min), Damköhler Number ±1 σ
(–), Volume‐Averaged Processing Rates, λθ,hz ± 1 σ (s−1), and Effective Processing Rates, λeff,hz ± 1 σ (s−1) in 2015 (Baseflow) and 2016 (Higher Flow)

Year Order qhe (s
−1) dhz (cm) τhz (min) Da (–) λθ, hz (s

−1) λeff, hz (s
−1)

2015 1 4.9e‐2 ± 1.6e‐3 3.3 ± 0.1 3.0e‐2 ± 9.0e‐6 3.9e‐3 ± 7.4e‐5 2.1e‐4 ± 5.3e‐2 2.4e‐3 ± 6.1e‐1
2 6.1e‐5 ± 2.8e‐5 1.1 ± 0.2 7.9 ± 2.5 3.6e‐1 ± 1.2e‐1 1.7e‐5 ± 5.0e‐5 6.0e‐4 ± 1.7e‐3
3 6.5e‐5 ± 4.8e‐6 2.2 ± 0.1 8.8 ± 0.2 2.4e‐1 ± 1.9e‐2 1.3e‐5 ± 6.8e‐5 3.8e‐4 ± 2.0e‐3
4 4.0e‐5 ± 8.2e‐6 1.0 ± 0.1 7.6 ± 0.9 9.1e‐3 ± 2.1e‐2 1.0e‐6 ± 8.5e‐6 5.8e‐5 ± 4.7e‐4
5 2.9e‐2 ± 7.3e‐3 9.4 ± 1.9 6.4e‐2 ± 3.5e‐3 2.6e‐4 ± 4.6e‐5 1.4e‐5 ± 2.6e‐4 1.3e‐4 ± 2.4e‐3

2016 2 1.7e‐3 ± 2.3e‐3 6.7 ± 1.1 0.9 ± 1.1 3.0e‐4 ± 7.8e‐4 7.3e‐7 ± 5.1e‐6 8.4e‐6 ± 5.5e‐5
3 5.4e‐4 ± 1.0e‐4 7.0 ± 0.9 2.3 ± 0.2 8.0e‐4 ± 1.2e‐4 4.8e‐7 ± 7.3e‐6 6.6e‐6 ± 9.9e‐5
4 3.9e‐3 ± 4.0e‐4 8.2 ± 0.4 5.6e‐1 ± 3.0e‐2 4.7e‐5 ± 1.9e‐4 6.2e‐6 ± 1.2e‐4 4.7e‐5 ± 8.9e‐5

Note. Values were quantified using the reach‐scale model results, which represent the best fitting simulated breakthrough curves for each stream order.
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et al., 2005; Ocampo et al., 2006). It is important to note that the uncertainties in Da are high due to the
additive uncertainties of the hyporheic residence time and the transformation rate coefficient of Raz.

We found decreasing Da values with increasing discharge, which suggests that reaction limitations became
more important than supply limitations. Our results differ from findings of previous data‐guided modeling
studies that assumed constant reaction rates, which resulted in increased Da with increasing stream flow
(e.g., Alexander et al., 2000; Harvey et al., 2019). As such, the variability in our results reflects the heteroge-
neity in riverine solute processing and provides valuable insights into how spatiotemporal variability
influences streambed processing.

Figure 5. (a) Dimensionless Damköhler scaling of bulk hyporheic zone reactivity. Reaction time scales, λ1
−1 (hr), increased during receding conditions, while

hyporheic residence time scales, τhz = 1/k (hr), varied in response to wetter conditions. Receding conditions created more reaction‐limited conditions in the
fourth‐order stream reach while greatly increasing the magnitude of reaction‐limited conditions in remaining order stream reaches. The second‐ and third‐order
stream reach time scales moved from near‐balanced conditions to reaction‐limited conditions due to wetter conditions. Measured discharge, Q (m3 s−1), is
indicated by the color bar scale. Correlation plots for (b) Damköhler number, (c) λ1, and (d) τhz versus discharge. Power law relationships between each pair of
variables, along with their corresponding coefficients of determination, are shown in panels (b)–(d).
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To better understand how the drivers of reaction and transport scale across the Jemez River fluvial network,
we assessed the relationship between discharge and Da as well as its components of reaction and transport,
λ1 and τhz, using a Spearman rank correlation analysis, which is a test used to assess the relationship between
our selected metrics. The strength and direction of the relationship is indicated by ρ, while the significance is
determined from a p value. Our Spearman rank correlation analysis revealed a statistically significant
decrease of Da (ρ = −0.14, p < 0.05) and λ1 (ρ = −0.83, p = 0.01) with increasing discharge and an insignif-
icant correlation between τhz and discharge (ρ = −0.14, p > 0.1). Furthermore, we observed that the statis-
tically significant relationships may be described by a power law function (Figures 5b–5d). Taken together,
these results suggest an inverse relationship between discharge and transport/reaction metrics, which is
mainly driven by the relationship between the reaction rate and discharge. Thus, as discharge and stream
order increase, we expect bulk hyporheic activity to decrease. We propose that other fluvial network field
studies take a similar paired parametric/nonparametric approach to further elucidate scaling in hyporheic
zone processing.

4. Conclusions

We used a conservative tracer, Br−, and a reactive tracer, Raz, to infer variability in hyporheic zone proces-
sing along a first‐ to fifth‐order fluvial network during low and high flow regimes in two consecutive years.
Our work provides a standardized approach to comparing hyporheic zone processing along fluvial networks
and relates to other studies that have evaluated transient storage across several stream orders (e.g., Briggs
et al., 2010; Covino, 2012; Ensign & Doyle, 2006; Gooseff et al., 2013).

The results of this study indicate that hyporheic zone processing throughout the Jemez River is both spatially
and temporally dynamic, implying that stream order and seasonal variably in flow influence hyporheic
exchange. We found that for our study sites, the parameters related to reactive transport (e.g., mass transfer
of reactive tracers and transformation rate coefficients) exhibited more variability than those more closely
associated with pure conservative transport (e.g., advection, dispersion, and groundwater input). This
implies that the variability in streambed reactivity may be more closely related to in situ factors governing
reactions such as redox conditions, organic carbon content and nutrient concentrations (Summers
et al., 2020), rather than bulk water mass transfer.

We found that the studied portion of the Jemez River fluvial network generally followed the scaling
expectations of decreasing hyporheic contributions with discharge based on normalized hyporheic
exchange fluxes and reaction rate coefficients. Furthermore, our results demonstrate that while a single
summary metric such as the Damköhler number could help us classify overall system behavior (i.e.,
transport‐ vs. reaction‐limited systems) and scale transport processes across flow regimes, it may also
inadvertently mask the behavior of other important scaling relationships. For example, while we observed
a trend toward reaction‐limited conditions (i.e., decreasing Damköhler number) with increasing dis-
charge, this trend was predominantly driven by a stronger trend of decreasing processing rate coefficients.
This, in turn, outweighed the lack of trend with discharge observed for the hyporheic zone residence
times (Figure 5).

Our field‐based findings suggest that achieving knowledge transferability of hyporheic processing within
fluvial networks may be possible, especially when process variability is sampled across multiple stream
orders and flow regimes. Therefore, we propose a shift in our traditional approach to investigating scaling
patterns in transport processes, which currently relies on the interpretation of studies conducted at multiple
sites (mainly in headwater streams) located in different fluvial networks, to a more cohesive,
network‐centered investigation of processes using the same or readily comparable methods. With this in
mind, we call for a more organized collection of reactive transport data within and across fluvial networks
to better understand how riverine processing varies over space and time. The inclusion of paired
conservative‐reactive tracer experiments within multiple fluvial networks would provide evidence to make
broader conclusions about how stream order and seasonal flow variations influence hyporheic exchange at
the watershed scale. This new emphasis on fluvial network‐scale processes will not only improve the predic-
tive ability of existing and new solute transport models but will also generate a more robust understanding of
the highly dynamic coupling between human and fluvial systems. Using a stream network approach will
thus provide insight into how our highly dynamic interventions and their cumulative effects (e.g., water
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uptake, agricultural runoff, and effluent discharges from wastewater treatment plants) impact water quality
and the fluvial and terrestrial ecosystems that depend on it.
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